
ChatGPT is #Trending in Education



According to the survey, 64% 
of teachers plan to 
implement the technology 
more often, from lesson 
planning, to creating new 
ideas, to using it as part of 
curriculum.



#govtechlive

What is Generative AI?

Generative AI refers to a category of artificial 
intelligence (AI) algorithms that generate new 
outputs based on the data they have been 
trained on. Unlike traditional AI systems that 
are designed to recognize patterns and make 
predictions, generative AI creates new 
content in the form of images, text, audio, 
and more.

Definition Source: World Economic Forum | Image Source: IDC



Generative AI Text 





Google Bard (bard.google.com)
Microsoft Bing (bing.com/chat)



Quick Demo



Image Source: Sequoia Capital



Generative AI Media 







Image Source: Sequoia Capital



Generative AI for Education Use-Cases
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Generative AI Use-Cases for K-12 Benefits



#govtechlive

K-12 Responses to Generative AI



🤖 GPT-4 Feedback (Prompt – Summarize In One 
Sentence)
Anderson Community Schools are cautiously 
exploring the use of ChatGPT in their K-12 
education system, carefully considering potential 
risks and benefits, while seeking to implement 
appropriate measures to prevent misuse and ensure 
a positive impact on teaching and learning.

Full Article
https://www.govtech.com/education/k-
12/anderson-community-schools-approach-
chatgpt-with-caution
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https://www.govtech.com/education/k-12/anderson-community-schools-approach-chatgpt-with-caution
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🤖 GPT-4 Feedback (Prompt – Summarize Key Concerns In 
Article And Provide Actionable Steps T Respond Based On 
Article)
Key concerns from the article:
1. Limited access to AI chatbots may exacerbate digital equity 

issues, putting students without access at a disadvantage.
2. Potential language barriers and cultural differences may 

hinder chatbot effectiveness for non-native English speakers 
or diverse student populations.

Actionable takeaways:
1. Advocate for equal access to AI chatbot technology by 

incorporating it into publicly-funded educational institutions 
and programs.

2. Develop multilingual and culturally-sensitive AI chatbots to 
better serve diverse student populations and reduce 
language barriers.

3. Monitor the impact of AI chatbots on digital equity and adjust 
strategies accordingly to ensure inclusive benefits for all 
students.

Full Article
https://www.govtech.com/education/higher-ed/will-ai-
chatbots-raise-digital-equity-concerns-for-students
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🤖 GPT-4 Feedback (Prompt – Summarize Article)
• Georgia schools are approaching ChatGPT with 

caution, with some districts blocking it on school 
computers, while universities like UGA and 
Georgia Tech encourage faculty to set clear 
guidelines on its use in class. Educators are 
adapting assignments to be more nuanced or 
integrate ChatGPT in meaningful ways, focusing 
on writing processes and students' unique voices.

• =
Full Article
https://www.govtech.com/education/k-12/how-
are-georgia-schools-handling-chatgpt
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🤖 GPT-4 Feedback (Prompt Summarize 
In One Sentence)
Educators are increasingly optimistic 
about ChatGPT's potential to enhance 
teaching and learning, despite initial 
concerns about misuse in education.

Full Article
https://www.govtech.com/education/hi
gher-ed/fear-about-chatgpt-among-
educators-giving-way-to-optimism
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What To Consider Along The Way



1. Policy & Disclosure
2. Emerging Risks
3. Evolving Ethics
4. Emerging Regulations

Initial Items To Consider Along The Way



Policy & Disclosure



• The San Francisco Unified School District (SFUSD) has implemented a policy that requires teachers to obtain 
permission from the district before using generative AI solutions in the classroom. The SFUSD policy states that 
"teachers who wish to use generative AI solutions in the classroom must first obtain permission from the district's 
Technology Department. The Technology Department will review the proposed use of the generative AI solution to 
ensure that it is aligned with the district's educational goals and that it does not pose any potential risks to 
students."

• The New York City Department of Education (NYCDOE) has created a set of guidelines for the use of generative AI 
solutions in the classroom. The NYCDOE guidelines state that "generative AI solutions can be a valuable tool for 
instruction, but they should be used with caution. Teachers should be aware of the potential risks of generative AI 
solutions, such as the creation of harmful or misleading content. Additionally, teachers should teach students how 
to critically evaluate the content generated by generative AI solutions.”

• The University of Washington has created a set of guidelines for the use of generative AI solutions in the classroom 
and in research. The University of Washington guidelines state that "generative AI solutions can be a valuable tool 
for instruction and research, but they should be used with caution. Students and researchers should be aware of 
the potential risks of generative AI solutions, such as the creation of harmful or misleading content. Additionally, 
students and researchers should teach others how to critically evaluate the content generated by generative AI 
solutions."

Example General Approaches to Policies At District Level



1. Do not upload sensitive non-public or internal data to generative AI services without explicit authorization.
2. Obtain approval from the organization before using official email accounts to sign up for generative AI services.
3. Refrain from uploading any personal data to generative AI services to safeguard privacy.
4. Exercise caution and avoid blindly relying on the output of these models, as results from generative AI may be misleading 
or inaccurate.
5. Exercise prudence and refrain from using public generative AI tools to make decisions that have legal, ethical, or financial 
implications for the organization.
6. Prioritize data security and privacy by using generative AI tools in a manner that minimizes the risk of compromising 
sensitive information.
7. Keep in mind that publicly available versions of these tools often lack contractual protections, such as legal privileges and
immunities.
8. Understand that datasets uploaded to these tools may be accessed by unauthorized parties for various purposes, 
emphasizing the need for data protection measures.
9. Stay vigilant as generative AI tools can be exploited by cybercriminals for running scams and creating convincing phishing
emails. Carefully review emails to identify any potential threats.
10. Clearly indicate the utilization of generative AI in documents and ensure human review for quality control. If AI played a 
role in the creation process, include a note such as "Assisted by AI" to transparently disclose its involvement.

Example Internal Guidance/Policy Frameworks



Example AI Disclosure

Promotional and marketing content, including any materials and/or messaging 
used to market our district functions, such as job opportunities, updates, 
newsletters, student events, etc., may be augmented or created with the 
support of generative artificial intelligence (AI) with a human-in-the-loop. Any 
other non-marketing uses of generative AI will provide disclosure related 
to their specific use at the point of use. 



Potential Uses Against Educational Institutions



#govtechlivehttps://www.theatlantic.com/politics/archive/2023/03/politicians-ai-generated-voice-fake-clips/673270/?mc_cid=a765828b9b&mc_eid=e8a4a606e4

Disinformation/Misinformation



Cyber Attacks / Social Engineering



The Evolving Ethics Landscape



1.Bias: Generative AI is only as unbiased as the data it is trained on. Therefore, it is crucial to ensure that the 
data used to train these models is representative and unbiased. Otherwise, the generative AI models may 
produce biased or discriminatory outcomes that could disproportionately affect certain groups.
2.Privacy: Generative AI models may require access to sensitive data in order to operate effectively. 
Government agencies must ensure that this data is protected and used in accordance with applicable laws 
and regulations. Citizens should also be informed about how their data is being used and have the right to 
opt-out of any data collection.
3.Transparency: Generative AI models can be opaque and difficult to understand. It is important that 
government agencies provide clear explanations of how these models operate and how they make 
decisions. This will help citizens to understand and trust the outcomes generated by these models.
4.Accountability: Generative AI models may generate outcomes that have significant impacts on citizens' 
lives. Therefore, it is crucial that government agencies are held accountable for the decisions made by these 
models. There should be clear lines of responsibility for any decisions made based on the outcomes 
generated by generative AI models.
5.Human oversight: Generative AI should not replace human judgment and decision-making entirely. It is 
important that government agencies ensure that human oversight is in place to review and validate the 
outcomes generated by these models. This will help to prevent the potential for errors or unintended 
consequences.
6.Safety: Generative AI models that are used in critical applications, such as emergency response, must be 
designed and tested to ensure that they are safe and reliable. Government agencies must ensure that these 
models do not create unintended risks or harm to citizens.

Ethical 
Considerations



Emerging Regulations



The Regulations Are Coming

Legislators Talking About Generative AI

• (Illinois) H.B. 3563 — An Act Establishing the DOIT — AI 
Task Force

• (California) SB-721 California Interagency AI Working Group.
• (California) SB-313 Department of Technology: Office of 

Artificial Intelligence: state agency public interface: use of 
AI.

• (Massachusetts) S.31: An Act Drafted With The Help Of 
Chatgpt To Regulate Generative Artificial Intelligence 
Models Like Chatgpt (PDF)

Data Source: Quorum (Pulled 4-14-23)

https://ilga.gov/legislation/103/HB/PDF/10300HB3563eng.pdf
https://ilga.gov/legislation/103/HB/PDF/10300HB3563eng.pdf
https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=202320240SB721
https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=202320240SB313
https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=202320240SB313
https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=202320240SB313
http://malegislature.gov/Bills/193/S31.pdf
http://malegislature.gov/Bills/193/S31.pdf
http://malegislature.gov/Bills/193/S31.pdf


Where To Start



Where to Start – From ChatGPT

Source: ChatGPT GPT-4

1. AI Policy Framework: Develop a comprehensive AI policy framework. This should include guidelines 
for acceptable use, mechanisms for accountability, and systems for monitoring and evaluating the 
impacts of AI on student learning.

2. Ethics and Equity: Ensure that AI use aligns with ethical principles and promotes equity in education. 
AI applications should not discriminate or bias against students based on their socio-economic 
background, race, gender, or disabilities.

3. Privacy and Data Security: Comply with all relevant data privacy laws and guidelines, such as 
FERPA in the U.S. Manage the storage and use of student data securely.

4. Transparency: Be transparent about what AI tools are being used, why, and the benefits and risks 
involved. This transparency should extend to parents and students, not just educators and 
administrators.

5. Teacher and Student Training: Provide adequate training for teachers to use AI tools effectively and 
ethically. Students should also be taught digital literacy and critical thinking skills to navigate AI tools 
and understand their capabilities and limitations.



Links
ChatGPT (Generative AI Chatbot)
https://chat.openai.com

DALL-E (Image Creation)
https://labs.openai.com/

Center for Digital Education
https://www.govtech.com/education

Center for Digital Government
https://www.govtech.com/cdg

https://chat.openai.com/
https://labs.openai.com/
https://www.govtech.com/education
https://www.govtech.com/cdg

